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I. INTRODUCTION 

The Aviation and Missile Research, Development, and Engineering Center (AMRDEC), 
located at Redstone Arsenal, Alabama, supports the Army’s advanced simulated warfighting 
capabilities through direct simulation development and support, distributed simulation 
infrastructure, scenario development, and data collection and analysis from both a hardware 
engineering analytical perspective (hardware/firmware) as well as operations research. These 
capabilities are supported by the System Simulation and Development Directorate (SSDD). 

To this end, the Advanced Prototyping, Engineering, and experimentation (APEX) 
Laboratory supports many distributed simulation exercises using the Defense Research 
Engineering Network (DREN). The APEX Laboratory is a research and development integration 
facility whose mission is to address the existing gap between warfighter simulation and 
engineering level simulation capabilities. This involves integrating the dynamics of doctrine, 
tactics, mobility, logistic support, Command, Control, and Communications (C3) decision- 
making, and human reaction in a synthetic battlefield driven by both tactical and technical 
constraints. The APEX Laboratory employs interoperable simulation technologies, such as 
Distributed Interactive Simulation (DIS) and High Level Architecture (HLA), to create an 
environment in which different representations of the battlefield are seamless or “transparent” to 
the participants. The APEX Laboratory provides a unique synergy of models, simulations, and 
prototype components in an unparalleled architecture to support Department of Defense (DOD) 
research and development activities. 

Two experiments within the APEX Lab drove the requirement for this study: the Joint 
Aviation, Missile and Unmanned Systems (JAMUS) experiment and the Distributed Advanced 
Simulation for Helicopters (DASH). The JAMUS is an invitational event in which the 
community can integrate their respective models and simulations to address issues related to 
focus for that event. The focus for the first JAMUS was airspace management in a joint context. 
A series of these events will be held with a unique focus for each experiment. 

The DASH provides unique challenges in that it is the result of collaboration between the 
AMRDEC and Defense Research and Development, Canada. Connecting the AMRDEC to a 
foreign lab presents security challenges above and beyond the scope (performance) of this report 
and is being studied individually. The DASH Test Bed will be located within the APEX Lab and 
will provide a high fidelity mission essential task load environment associated with aviation 
armed reconnaissance and attack missions. Once it is established, it will be used in experiments 
between the APEX Lab and DRDC-Valcartier to support the Canadian Multi-Mission Effects 
Vehicle (MMEV) exercise. 

As noted, the APEX Laboratory at AMRDEC supports many distributed simulation 
exercises using the DREN. A mix of classified and unclassified simulation exercises have 
recently been held, using the Type B Asynchronous Transfer Mode (ATM) services provided by 
the D E N .  Upcoming unclassified experiments will involve participants that are on networks 
that peer with the DREN and will require the use of the DREN Type A (Internet Protocol (IP) 
only) services. Thus the use of Internet Protocol Security (IPSec) Virtual Private Network (VPN) 
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tunnels is being investigated as a means of providing a secure method of connectivity for these 
participants. 

Two leading vendors that provide IPSec VPN services include Juniper (formerly Netscreen) 
and Cisco. Of interest is the interoperability of setting up an IPSec VPN tunnel with a Juniper 
Netscreen device on one end and a Cisco PIX device on the other. The focus of this work is to 
verify IPSec interoperability with no intent to compare PIX and Netscreen features. Also of 
interest is encapsulating Generic Routing Encapsulation (GRE) tunnels in the IPSec tunnel. A 
network lab has been set up and equipment borrowed to answer these questions, as well as 
determine effects upon latency in the AMRDEC simulation environment. 

11. EXPERIMENT PREMISE AND CONFIGURATION 

The objective of this trial was two fold. The first objective was to look at the 
interoperability of two separate vendor implementations of IPSec VPN tunneling in an 
environment where both vendors play a role. The second objective was to determine some 
baseline statistics for the latency and max packet count that each piece of equipment could 
handle. In order to determine the interoperability of the systems, it was necessary to become 
proficient in building an encrypted tunnel between like devices. 

In order to build an IPSec VPN tunnel, there is a process known as Internet Key Exchange 
(IKE). This process is critical for each device to understand that the request is genuine. IKE 
requires two phases for the secure VPN Tunnel to exist. These phases are as follows: 

Phase I - Establish a Security Association 

Phase I1 - Establish Tunnels or Endpoint Security Associations 

Phase I is where the two endpoints exchange information concerning the type of encryption 
that will occur and exchange a unique pass key. If this fails between the two devices, then no 
tunnel or encrypted payloads will be exchanged and the IKE fails. There are debug tools that can 
be run on each system to show the details of this phase. If a failure occurs, the tools will show 
what the remote system was sending that may not be congruent with the established 
configuration. 

Phase I1 is where the type and strength of encryption that will occur is matched up. Neither 
phase sets the remote device; it requires the information to match up properly for a functioning 
tunnel. This phase is where the type of encryption, encapsulation, and authentication is 
exchanged and established. 

Once the two phases of IKE are complete, a functioning tunnel is available for traffic flow. 
Therefore, the understanding of matching information on like systems for the establishment of an 
IPSec VPN tunnel is accomplished. Figure 1 shows the equipment used to emulate two networks 
separated by an external network. 
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Figure 1. List of Equipment 

Using the aforementioned equipment in a variety of configurations, homogenous and 
heterogeneous environments for testing purposes were created. The application of IKE and its 
two phases were critical in the understanding of how each manufacturer established the IPSec 
VPN tunnel. Cisco and Juniperhletscreen follow the standard and were found to communicate 
with each other well; however, terminology differs between the two. In order for there to be 
clean communication between two sites using different hardware, these differences must be 
understood. Tables 1 and 2 depict the differences in terms for Phase I and Phase I1 of the setup. 
Once these variables are set equal to each other, the IKE works properly and a tunnel is 
established. 

Table 1. IKE Phase I Parameters 

I Cisco I Juniperhletscreen 1 
Authentication Method 

1 Hash I Hash I 



Table 2. IKE Phase I1 Parameters 

Cisco 

Diffie-Hellman 
Group (DH) 

Encapsulation 

Juniper/Net screen 

Perfect Forward 
Secrecy (PFS) 

Encapsulation 

I Encryption I Encryption 

I Hash I Authentication 

In order to bring up the tunnel, a pre-shared key was used. Other methods such as Rivest, 
Shamir and Adelman (RSA) Certificates are available; however, as a certificate server was not 
accessible, a pre-shared key was used. This key is entered on the Gateway pages of each system 
and is specific to the remote system. In order to define the remote IP address, Cisco calls it “Peer 
IP,” while Netscreen uses the term “Remote Gateway IP.” It is important to understand all of 
these variances as they effect the configuration. The definition of interesting traffic is required 
for the initiation of the entire IKE process. This is usually the last step in the process as a 
reference back to the IKE policy in the definition of the path. 

Once the completed IKE policies were in place, traffic was placed on the network and 
network monitoring was used for determining packet flow. Cisco provides an excellent web 
interface and graphics that monitor active IKE and IPSec VPN tunnels. When the Cisco PIX was 
in the mix, it was the method of choice for verifying the tunnel state. Using Etherel and Network 
Observer, it was determined that encrypted tunneling was occurring in the Wide Area Network 
(WAN) and verified the transmission rates reported in the results. An overview of the 
configuration steps to set up the tunnels on each of the devices is shown in Table 3. 
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Table 3. Tunnel Configuration Step Overview 

c ble 

,,,ate Phase 1 Propo 

Phase 1 Table lnformatio 

Create Phase 2 Proposal 

Phase 2 Table Inform 

le 

f Pre-shared Ke 

"reate Phase 1 Proposal 

I ^reate Phase 2 Proposal 

Application of Tu o the 
Interface 

Configure IPSec 

Monitor Tunneb  Ascertain It Is I 

Once the basic build of an IPSec VPN tunnel between the two devices was accomplished, it 
was important to fulfill the second objective: performance of the link. The environment of 
interest was that of broadcast and multicast traffic over the wide area. Due to the nature of this 
traffic, it is important that the tunnel is established and can accommodate the broadcast traffic 
generated. 

Following are figures of the various configurations used for each set of the test data. 
Figure 2 depicts a system-to-system configuration on a switch to provide a base for comparisons. 
Figure 3 depicts the IPSec tunnel as built in a homogeneous Netscreen environment. Figure 4 
depicts the tunnel as built in a homogeneous Cisco environment. Figure 5 depicts the tunnel as 
built in a heterogeneous Netscreen-to-Cisco environment. 
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Figure 2. Switch - System-to-System Environment 

I Catalyst 3551)- 12T 
I 
I 

I I I 

Figure 3. Netscreen Homogeneous Environment 
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Figure 4. Cisco Homogeneous Environment 

Figure 5. Cisco and Netscreen Heterogeneous Environment 



111. ANALYSIS PROCESS 

The tools to help in the analysis process of the configur(ations included the utility “ping,” 
and “nuttcp.” Ping was developed by Mike Muuss at the Army Research Laboratory (ARL). 
Ping was named after the sound sonar makes, inspired by the whole principle of echo-location. 
Ping uses timed IP/ICMP ECHO-REQUEST and ECHO-REQUEST packets to probe the 
distance to the target machine. Nuttcp is a tool developed by Bill Fink and Rob Scott. This tool 
is a network performance tool used to determine the raw Transport Control Protocol (TCP) or 
User Data Protocol (UDP) network layer throughput by transferring memory buffers from a 
source system across an interconnecting network to a destination system, either transferring data 
for a specified time interval or alternatively transferring a specified number of buffers. In 
addition to reporting the network throughput in Mbps, it also provides additional information 
related to the data transfer such as user, system and wall-clock time, transmitter and receiver 
CPU utilization, and loss percentage for UDP transfers. 

IV. PERF’ORMANCE RESULTS 

Figure 6 provides the result of ping tests from Host A and Host B for each configuration. 

Systwm A 81 6 Ping Tests 

Mal 

Figure 6. Ping Tests 

The tests were averaged over a 50-count test. Also, the Netscreeen and Cisco VPN 
configuration was tested using each side as a transmitter. There was no loss of data in any of 
these tests, and the results appeared normal. 

Figures 7 through 10 provide the results of the UDP nuttcp tests from Host A to Host B for 
the aforementioned configurations. 
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Figure 7. Nuttcp UDP Switch Test 

Figure 8. Nuttcp UDP Cisco-to-Cisco VPN Test 
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Figure 9. Nuttcp UDP Netscreen-to-Netscreen VPN Test 

i 

Figure 10. Nuttcp UDP Cisco-to-Netscreen Heterogeneous VPN Tests 

The performance of the Netscreen device appeared to be more consistent. Data loss on the 
Cisco PIX was sustained after 20 Mbps of UDP traffic was passed. 

Figures 11 through 14 provide the results of the TCP nuttcp tests from Host A to Host B for 
the aforementioned configurations. 
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Figure 11. Nuttcp TCP Switch Test 

.Rate Limit 10 I 20 30 50 70 
HThroughput 9.993 I 19.9993 22.8989 22.9171 22.9158 

Figure 12. Nuttcp TCP Cisco-to-Cisco VPN Test 
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Figure 13. Nuttcp TCP Netscreen-to-Netscreen VPN Test 

Figure 14. Nuttcp TCP Cisco-to-Netscreen Heterogeneous VPN Tests 

The Cisco TCP throughput data shows that the PIX will sustain about 23 Mbps of 
throughput without loss. The loss of data exhibited in the Cisco UDP tests is consistent with the 
TCP throughput data tests. 
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V. OBSERVATIONS 

The following observations were noted: 

Debugging is easier on the Cisco PIX due to the graphical monitoring capability. 

Netscreen offers more methods of authentication - Digital Signal Algorithm (DSA), 
RSA and Preshared Key. Cisco only offers RSA and Preshared Key. 

Cisco’s web interface appears to be unstable, wherein the Netscreen interface was 
stable. However, the Cisco tools for verifying the establishment of the tunnel was 
much easier to use and more developed than those of Netscreen. 

Netscreen’s configuration steps match the process, wherein Cisco’s configuration steps 
include many shortcuts. 

Netscreen’s performance appeared more consistent. 

The Cisco TCP throughput data shows that the PIX will sustain about 23 Mbps of 
throughput without loss. 

The loss in the Cisco UDP tests is consistent with the TCP throughput data. 

VI. SUMMARY 

This effort provided valuable insight into the performance characterization of the devices 
studied and also answered the question of interoperability of IPSec tunnels using equipment from 
major vendors. The use of IPSec tunnels for future architectures in the existing environment 
were found to be a viable option and will be given further study. 
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